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Abstract

Recently we have presented a system for panoramic depth imaging with a single standard camera. The system is mosaic-based, which means that we use a single standard rotating camera and assemble the captured images in a multiperspective panoramic image. Due to a setoff of the camera’s optical center from the rotational center of the system we are able to capture the motion parallax effect from a single sweep around the rotational center, which enables the stereo reconstruction. One of the problems of such a system is the fact that we cannot generate a stereo pair of images in real time. This chapter presents a possible solution to this problem, which is based on simultaneously using many standard cameras. We perform simulations on real scene images to establish the quality of new sensor results in comparison to results obtained with the old sensor. The goal of the chapter is to reveal whether the new sensor can be used for real time capturing of panoramic depth images and consequently for autonomous navigation of a mobile robot in a room. In particular, we focus on the real time generation of panoramic stereo pairs since the calculation of depth images can already be run in real time. The basic panoramic depth imaging system and its real time extension are comprehensively analysed and compared. The analyses reveal a number of interesting properties of the systems. According to the basic system accuracy we definitely can use the system for autonomous robot localization and navigation tasks. The assumptions made in the real time extension of the basic
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system are proved to be correct, but the accuracy of the new sensor generally
deteriorates in comparison to the basic sensor.

**Keywords:** Computer vision, Stereo vision, Reconstruction, Depth image, Multiperspective panoramic image, Mosaicing, Motion parallax effect, Standard camera, Real time, Depth sensor

## 1 Introduction

Real time panoramic depth imaging from multiperspective panoramas is an issue that is not well covered in the literature. There have been discussions [11] about it, but nothing has been done in practice so far, at least not by using the idea of multiperspective panoramas (the definition is given in the beginning of the next section).

Generally, mosaic-based procedures for building panoramic images [1, 3, 5, 11, 12, 17, 18, 21] can be marked as non-central, they do not execute in real time and they give high resolution results. Thus mosaicing is not appropriate for capturing dynamic scenes. The main advantage of these procedures over other panoramic imaging systems (like catadioptric systems [25]) is the ability to generate high resolution results. But high resolution results are essential for effective depth recovery based on the stereo effect.

In this chapter we focus on real time generation of a multiperspective panoramic stereo pair. Calculation of depth images from such stereo pairs already runs in real time [24].

In [12] we presented a system for panoramic depth imaging with a single standard camera. We reported a number of interesting properties of the system. In Sec. 3 we summarize them and report a number of new properties and experimental results [13, 14], all in order that the reader gets a good picture about the system. Our main motivation was to establish the quality of results for autonomous robot localization and navigation tasks. In this chapter we go a step further and evaluate a real time extension of the system. To do that, we first in Sec. 4 discuss how the time needed for the generation of a symmetric panoramic stereo pair can be dramatically reduced. In Sec. 5 we go even further and explain how we can achieve real time execution. Sec. 6 presents the depth reconstruction equation for the new setup. The epipolar constraint is discussed in Sec. 7. The evaluation of results is given in Sec. 8. We end the chapter with conclusions in Sec. 9. But let us first start by saying a few words about related work.

## 2 Related work

One way to build panoramic images is by taking one pixel column out of a captured image and mosaicing the columns. Such panoramic images are called multiperspective panoramic images [21]. The crucial property of two or more multiperspective
panoramic images is that they capture the information about the motion parallax effect, since the columns forming the panoramic images are captured from different perspectives.

However, multiperspective panoramic images are not something new to the vision community [21]: they are a special case of multiperspective panoramic images for cel animation [28], a special case of crossed-slits (X-slits) projection [2, 7, 29], they are very similar to images generated by a procedure called multiple-center-of-projection [19], by the manifold projection procedure [17] and by the circular projection procedure [15, 16]. The principle of constructing multiperspective panoramic images is also very similar to the linear pushbroom camera principle for creating panoramic images [8].

The papers [11, 21, 22], which are closest to our work about the panoramic depth imaging with a single standard camera [12, 13, 14] seem to lack two things: a comprehensive analysis of 1) the system’s capabilities and 2) the corresponding points search using the epipolar constraint. Therefore, the focus of the next section is on these two issues. While in [11] the authors searched for corresponding points by tracking the feature from the column building the first panorama to the column building the second panorama, the authors in [21] used an upgraded plane sweep stereo procedure. A key idea behind the approach in [22] is that it enables optimizing the input to traditional computer vision algorithms for searching the correspondences in order to produce superior results.

There are of course other somehow similar possibilities to acquire panoramic depth images. Let us briefly present the system called SOS (Stereo Omnidirectional System) [20, 26, 27]. The SOS system uses standard cameras and produces panoramic depth images in real time, but here all the similarities with our system end. The system consists of 20 stereo units and each unit consists of 3 standard cameras. The units are arranged on each plane of a regular icosahedron. The basic principle for generating panoramic depth images is as follows: Each unit captures three images from which a normal (not panoramic) depth image is computed on a computer with more CPU units. Then the generated depth images are registered into the panoramic depth image. Obviously, the authors use a different concept than we do: they first build standard depth images and then the panoramic depth image, while we first build panoramic images and then the panoramic depth image. So, from this point on, we are interested only in panoramic depth imaging from multiperspective panoramas.

In order to capture stereo panoramic images of dynamic scenes Peleg et al. [18] presented a theory for construction of a special mirror and lens such that viewing the scene through this mirror or lens creates the same rays as those used with the rotating cameras. To our knowledge the systems are still not constructed, while, according to authors, a lot of practical issues need to be solved before a camera is built.

As mentioned, the real time extension of our system to our knowledge has not been suggested and evaluated before.
3 About the basic system

Our basic system for generating panoramic depth images with a single standard camera captures a stereo pair of images while the camera rotates around the center of the system in a horizontal plane. The motion parallax effect which enables the reconstruction can be captured because of the offset of the cameras' optical center from the systems' rotational center (see the small photograph within Fig. 1). The camera is moving around the rotational center in angular steps corresponding to one vertical pixel column of the captured standard image. A symmetric pair of panoramic stereo images are generated so that one column on the right side of the captured image contributes to the left eye panoramic image and the symmetric column on the left side of the captured image contributes to the right eye panoramic image. So, we are building each panoramic image from just a single pixel column of the captured image. Thus, we get a symmetric pair of stereo panoramic images, which yields a reconstruction with optimal characteristics (simple image row epipolar constraint [9, 10, 21, 23] and minimal reconstruction error [22]).

Figure 1: Geometry of our basic system for constructing multiperspective panoramic images. Note that a ground-plan is presented; the viewing circle extends in 3D to the viewing cylinder. The optical axis of the camera is kept horizontal. In the small photograph the hardware part of the system is shown.
The geometry of our basic system for creating multiperspective panoramic images is shown in Fig. 1. The panoramic images are then used as the input to create panoramic depth images. Point $C$ denotes the system’s rotational center around which the camera is rotated. The offset of the camera’s optical center from the rotational center $C$ is denoted as $r$, describing the radius of the circular path of the camera. The camera is looking outward from the rotational center. The optical center of the camera is marked with $O$. The column of pixels that is sewn in the panoramic image contains the projection of point $P$ on the scene. The distance from point $P$ to point $C$ is the depth $l$, while the distance from point $P$ to point $O$ is denoted by $d$. Further, $\theta$ is the angle between the line defined by points $C$ and $O$ and the line defined by points $C$ and $P$. In the panoramic image the horizontal axis represents the path of the camera. The axis is spanned by $\mu$ and defined by point $C$, a starting point $O_0$, where we start capturing the panoramic image, and the current point $O$. $\varphi$ denotes the angle between the line defined by point $O$ and the middle column of pixels of the image captured by the physical camera looking outward from the rotational center (the latter column contains the projection of the point $Q$), and the line defined by point $O$ and the column of pixels that will be mosaiced into the panoramic image (the latter column contains the projection of the point $P$). Angle $\varphi$ can be thought of as a reduction of the camera’s horizontal view angle $\alpha$.

The main conclusions made throughout the analysis are (see [12, 13, 14] for discussion about each item):

- The geometry of capturing multiperspective panoramic images can be described with a pair of parameters $(r, \varphi)$. By increasing (decreasing) each of them, we increase (decrease) the baseline $(2r_0)$ of our stereo system.

- The stereo pair acquisition procedure with only one standard camera cannot be executed in real time.

- The epipolar constraint in case of symmetric stereo pair of panoramic images, which we use in the reconstruction process, is very simple: epipolar lines are image rows.

- The parameters of the system should be estimated as precisely as possible, since already a small difference can cause a big difference in the reconstruction accuracy of the system.

- We can effectively constrain the search space on the epipolar line. This follows directly from the interpretation of the equation for depth estimation $l$, while other rules for constraining the search space, known from traditional stereo vision systems, can also be applied in addition to the basic constraint. An example of such rule is to seek for the neighboring pair of corresponding points only from the previously found correspondence on.

- The confidence in the estimated depth is variable: 1) the bigger the slope of the function $l$, the smaller the confidence in the estimated depth (one-pixel
error 1 $\Delta l$ gets bigger) and 2) the bigger the value $\varphi$ for each camera ($\alpha$), the bigger the number of possible depth estimates and consequently the bigger the confidence.

- We can influence the parameter $\theta_0$ \(^2\) by varying the resolution of captured images or by varying the horizontal view angle $\alpha$.

- By varying the radius $r$, we vary the biggest possible and sensible depth estimation $l$ and the size of the one-pixel error $\Delta l$.

- The bigger the value $\alpha$, the smaller the horizontal resolution of panoramic images at fixed resolution of captured images. Consequently, the number of possible depth estimates per one degree gets lower.

- In practice, from the autonomous robot localization and navigation system point of view, we should define the upper boundary of the allowed one-pixel error size $\Delta l$.

- The contribution of the vertical reconstruction \(^3\) is small in general, but has a positive influence on the overall results.

- The numbers of possible depth estimates are very similar for different cameras ($\alpha$) at fixed resolution of the captured images.

- The size of the one-pixel error $\Delta l$ is also similar at similar number of possible depth estimates for different cameras.

- The reconstruction process (after the stereo pair has been generated) can be executed in real time.

- The reconstructed points lie on concentric circles centered in the center of rotation and the distance between circles (the one-pixel error $\Delta l$) increases the further away they lie from the center.

- The linear model for estimation of angle $\varphi$ have been proved better for a given set of parameters in comparison to the non-linear model \(^4\).

- We can achieve similar reconstruction accuracy with panoramas build from only one-pixel column of the captured images in different rooms, even with different cameras.

---

\(^1\) As the images are discrete, we like to know what is the value of the error in the depth estimation if we miss the right corresponding point for one pixel.

\(^2\) Our system works by moving the camera for the angle corresponding to one pixel column of the captured image.

\(^3\) In contrast to [12], we have incorporated the vertical view angle $\beta$ into the equation for depth estimation $l$ in [13].

\(^4\) The non-linear model contains the focal length $f$ explicitly.
• The remaining error in accuracy could be attributed to a number of possible reasons (e.g. to the fact that we are limited with the number of possible depth estimates, which are approximations of the real distances etc.).

• Processing undistorted images in general brings better though comparable results, but undistorting the sequence can be time expensive task and we are forced to re-estimate some parameters of the system after the distortion is corrected.

• According to the basic system accuracy, we definitely can use it in autonomous robot localization and navigation tasks.

This system however cannot generate panoramic stereo pair in real time. To illustrate this fact, we can write down the following example from practice: if the system builds a panoramic stereo pair from standard images with resolution of 160×120 pixels, using a camera with the horizontal view angle $\alpha = 34^\circ$, it needs around 15 minutes to complete the task.

The first idea about how to capture a stereo pair quicker is to generate panoramic images from wider vertical stripes instead of just one column.

4 Building panoramic images from wider stripes

This task is by all means much faster, but at the same time we have to make a compromise between the speed of the capturing task and the quality of the stereo pair. First of all, the wider the stripes are, the more obvious are the stitches between the stripes in the panoramic image. Then, with the wider stripe the difference between the amount of lens distortion of the first and the last pixel columns in the stripe is more noticeable. But the real problem arises from the fact that stripes introduce a property, which influences the coverage of the scene, as presented in the next section. As we show in the experimental results (Sec. 8), we are satisfied with the result when we use 14 pixel columns wide stripes and we think that it represents a good compromise. This statement is naturally highly related to the camera that we use.

In that case, the horizontal view angle of the camera is 34°, where 14 columns represent the angle of approximately 3°, the building process takes approximately 14 times less, i.e. around a minute.

4.1 Property of using stripes

If we observe the panoramic image built from stripes closely, we can notice that the image is not perfect. In this case we are not referring to stitches nor lens distortion. These problems are present, but are not too disturbing. Another problem can be noticed on close objects on the scene, which have a nice texture on them (like text). In such a case we can see that some points on the scene are not captured (Fig. 2).
Figure 2: The wider is the stripe, the more scene points are not captured in the panoramic image: the left panoramic image was built from single columns, while the right panoramic image was built from 14 columns wide stripes. Note how very distant scene points are well captured in both examples and how some nearby scene points (text on the box) are not captured in the second example.

Of course, this is partly because of the fact that we are dealing with the images, which are discrete (for example: we cannot take a half of a pixel), but if we take a look at the geometry of the system (Fig. 1), we can see that this is not the only reason. If we consider two successive steps of the system, we can see that the stripes that contribute to the panoramic image do not cover all the scene.

The drawing in Fig. 3, shows the formation of the panoramic image with respect to the light rays (compare with Fig. 1). The drawing is done for the actual case of horizontal view angle $\alpha = 34^\circ$ to illustrate the problem of uncaptured scene points. The large circle represents the camera path. The small circle represents the viewing circle. Point $C$ in the middle of the circles represents the center of rotation. Point $O$ represents the position of the optical center on the camera path. A middle line going from the optical center $O$ outwards represents the light ray that is in the middle of light rays that form a stripe in each captured image that contributes to the panoramic image. A line tangent to the viewing circle is the extension of that light ray towards the virtual camera. Two lines on each side of this light ray going from the optical center $O$ outwards represent bordering light rays that form a stripe in each captured image that contributes to the panoramic image.

Let us first examine the example given on the right side in Fig. 2, where the shift angle corresponds to the stripe of 14 pixel columns of the captured image ($W_s=14$): $\alpha = 34^\circ$, $r = 30$ cm, $2\varphi_{\min} = 27.082501^\circ$, $2\varphi_{\max} = 32.842499^\circ$ (these two values $\varphi_{\min}$ and $\varphi_{\max}$ define the stripe, which consists of more pixel columns, similarly as $\varphi$ defined one pixel column; for more information see Sec. 6), $\theta_0 = W_s \cdot 0.205714^\circ$. The drawing is presented in Fig. 3. Since each stripe of the captured image is formed from more light rays, which also circumscribe a similar angle to the systems’ shift angle (compare definitions of $\theta_0(\alpha)$ and $\theta_0(\varepsilon)$ given below), the middle light ray and the border light rays are presented for each stripe that contributes to the panoramic image. We can observe two properties on this drawing (note the zoomed in detail in it): 1) We really cannot capture all the scene points, since there is a gap between two successive stripes that contribute to the panoramic image. 2) With the growing distance from the rotational center the bordering light rays of two successive stripes are getting nearer until they intersect. Generally, the shift angle and the angle corresponding to the stripe of the captured image should be the
same, but they are not due to the limited accuracy of our rotational arm. In this
general and ideal case the bordering light rays of two successive stripes would be
parallel (for example, imagine that both angles are 90°). Since we deal here with two
independent discretizations, namely with the discretization of the standard image
(pixels; \(\theta_0(\alpha)\)) on one side and with the discretization of the rotational arm (the
minimal step of the rotational arm defined by its maximal accuracy; \(\theta_0(\varepsilon)\)) on the
other side, it is almost impossible to achieve the ideal case \((\theta_0(\alpha) = \theta_0(\varepsilon))\). Because
of these discretizations the bordering light rays of two successive stripes are normally
getting nearer \((\theta_0(\alpha) > \theta_0(\varepsilon))\) or further appart \((\theta_0(\alpha) < \theta_0(\varepsilon))\).

Already the first property by itself reveals that there is always a part of the
scene which cannot be captured. And since the effect loses on significance with
a bigger distance from the rotational center, the distant points on the scene look
well captured (Fig. 2), also since the bigger distance to the object results in lower
resolution of the object. On the other hand, in our case, the bordering light rays
of two successive stripes are getting nearer with bigger distance, which means that
this effect is getting even smaller with increased distance. This also means that in
the far distance the bordering light rays are intersecting, but since the intersection
point is far away the effect of repeatability of scene points in the panoramic image is
not noticeable, again because with the bigger distance of the system from the object
its resolution in the image gets lower.

A similar effect is present when we build panoramic images from only one pixel
column of each captured image, while one pixel width is not infinitesimal, although
the part of the panoramic image presented on the left side in Fig. 2 looks faultless.
In this case the gaps are much smaller.

So, we can write one more conclusion with respect to this property. Namely,
the wider is the stripe, the more scene points are not captured in the panoramic
image (Figs. 2 and 3). And this holds regardless of the position of the stripe in
the captured image. We can take a stripe from the middle of the captured image or
from the edge of it, but the presented property would still be seen on the resulting
panoramic image. Naturally, by using single columns we achieve best possible result
(Fig. 2), though still not perfect, since the described property still holds, but is not
so obvious. By using smaller \(r\) the gaps are also smaller, which means that with
smaller \(r\) we cover more scene points.

Another conclusion is that if we want to capture the parallax effect, we have to
accept the fact that not all the scene points are captured. When it comes to scene
reconstruction, we can address the missing scene information problem in a similar
manner as in the case of a normal, non-panoramic stereo system (e.g. problem of
occlusions).
Figure 3: The drawing shows the formation of the panoramic image with respect to the light rays. In this case the shift angle corresponds to 14 pixel columns of the captured image. For detailed description see Secs. 4.1 and 5.
5 Achieving real time

If we use stripes instead of single columns from each captured image, we can drastically reduce the time needed to build a panoramic image. But we still cannot build a panoramic image in real time.

The idea for a real time panoramic sensor is actually very simple. In our old system the panoramic image is build by means of moving the standard camera for a very small angle along a predefined circular path. If we could have a camera on each position on the circular path, we could build the panoramic image in real time. But unfortunately in practice we cannot put so many cameras so close together (with respect to a reasonable size of radius $r$). If we build a panoramic image from captured images with the resolution of 160x120 pixels, then we have to put the cameras with the horizontal view angle $\alpha = 34^\circ$ 0.205714$^\circ$ apart from each other and we need $360/0.205714\approx1750$ cameras.

In the case when we use stripes, the presented numbers get more reasonable. A 14 column stripe suggests that the cameras would be $2.879999^\circ$ apart from each other and we would need 125 cameras to cover the whole circular path. If we use a camera with a wider horizontal view angle (e.g. $\alpha = 90^\circ$), we need less cameras (e.g. 46). The new sensor does not need any moving parts, which means that we do not deal with mechanical vibrations nor are we limited with the radius of the circle on which the cameras are fixed. The last statement about the radius enables us to make the sensor out of standard cameras that are available on the market.

Fig. 3 also shows the drawing of a real time sensor. The boxes with crosses represent the physical cameras positioned with respect to the center of rotation. The sensor is made out of cameras presented in the photograph within Fig. 1 ($\alpha = 34^\circ$), where the angle between successive cameras corresponds to 14 columns of the captured image with the resolution of 160x120 pixels. This camera is probably much to big to be used in a real sensor (the ground plan dimensions of the camera are 14.5x4.5 cm), since $r$ in this case should be set to at least 100 cm. On the other hand, we could set $r$ to 30 cm and this implies that the camera should be smaller for 3.3 times (in this case the ground plan dimensions of the camera should be 4.35x1.35 cm). We have simulated such sensor with our camera in order to determine its accuracy. Namely, nowadays there are many practical solutions how to increase processing power, but before we build a real system, we have to know whether the accuracy of the proposed system is satisfactory.

The experimental results obtained by rotating a single camera are given in Sec. 8, where we have also tested other cameras, different widths of the stripes etc. If we built the sensor, we would normally use board cameras, where the lens, as the biggest part, is even smaller and the board to which the lens is attached is flexible, so that we are able to put the lenses completely together.
6 Stereo reconstruction from stripes

By following the sinus law for triangles, we can simply write the equation for the depth \( I \) as (Fig. 1):

\[
I = \frac{r \cdot \sin \varphi}{\sin(\varphi - \theta)}. \tag{1}
\]

This equation holds if we do the reconstruction based on the symmetric pair of stereo panoramic images built from one pixel columns of the captured image.

But when we use stripes, we have to adopt the equations according to the new building process. In this case we take symmetric stripes instead of symmetric columns from the captured image. While the column was defined by the angle \( \varphi \), the stripe is defined by two such angles: \( \varphi_{\text{min}} \) and \( \varphi_{\text{max}} \). On the left eye panoramic image we can assign the angle \( \varphi_l \) to each pixel within the stripe: \( \varphi_{\text{min}} \leq \varphi_l \leq \varphi_{\text{max}} \). After finding the corresponding point on the right eye panoramic image, we can evaluate the angle \( \varphi_r \) in the same manner, according to the position of the corresponding pixel within the stripe: \( \varphi_{\text{min}} \leq \varphi_r \leq \varphi_{\text{max}} \). Now let us assume that we can still calculate the angle \( \theta \) as in the basic system (see the next section to clear the issue of why we can assume this):

\[
2\theta = dx \cdot \theta_0, \tag{2}
\]

where \( dx \) is the absolute value of the difference between \( x \) coordinates of the corresponding points in the left eye panoramic image and in the right eye panoramic image, while \( \theta_0 \) is the angle corresponding to one pixel column of the captured image and consequently the angle for which we have to move the robotic arm if we build the panoramic images from only one column of the captured image. Using analogy for this equation and having in mind that we are building the panoramic images from stripes, we can write the following equation (Figs. 1 and 4):

\[
2\theta = \theta_l + \theta_r. \tag{3}
\]

When we use one column instead of stripes then \( \theta_l = \theta_r \) (Fig. 1), but this is not necessary true if we use stripes. In general these two values are different, but the property following from the equation

\[
\frac{\theta_l}{\theta_r} = \frac{\varphi_l}{\varphi_r} \tag{4}
\]

shows that the ratio of these two values is related to the angles \( \varphi \) (Fig. 4). The bigger \( \varphi_l \) gets, the bigger gets the corresponding \( \theta_l \). Now we can simply express \( \theta_r \) and \( \theta_l \) from Eqs. (2), (3) and (4) as:

\[
\theta_r = \frac{dx \cdot \theta_0}{(1 + \frac{\varphi_l}{\varphi_r})},
\theta_l = dx \cdot \theta_0 - \theta_r. \]
Figure 4: Angles $\theta_l$ and $\theta_r$ are related to angles $\varphi_l$ and $\varphi_r$ as presented in Eq. (4). Here the relationship is illustrated for two scene points.

We know that bigger $\varphi$ brings bigger accuracy of the reconstruction process (see Sec. 3). And since we would like to achieve the best accuracy possible, we take bigger $\varphi$ from the two possible values ($\varphi_l$ and $\varphi_r$) and associated $\theta$ and calculate the depth estimation using Eq. (1).

Note that the vertical reconstruction is addressed in the same way as in the basic system [13].

The same reconstruction principle could also be used when we do the reconstruction from the non-symmetric pair of panoramas built from only one pixel column of the captured images. The only difference in this case is that $\varphi_l$ and $\varphi_r$ take only the value given by the pixel column that contributes to each panoramic image. The experiment in Sec. 8.1 proves the correctness of the principle.

7 Epipolar constraint

In the previous section we assumed that we can calculate the angle $\theta$ using Eq. (2). This equation holds if we do the reconstruction based on a symmetric pair of stereo panoramic images, which are made from one pixel column of the captured image. In this case we know that the epipolar lines are corresponding rows of the panoramic image (Sec. 3).

The stripe is composed of columns, each of them with a different angle $\varphi$. This basically means that we are dealing in fact with non-symmetric cases, for which the epipolar lines are different from corresponding rows. But if we look at the situation
from another viewpoint, we can establish the following: We are using symmetric stripes to build a stereo pair of panoramic images. If we lower the resolution of the captured image, we transform the stripe into a column. The symmetric stripes would become symmetric columns and we could again use the rows of the panoramic image as epipolar lines. The same conclusion can be drawn from the property of the viewing circle, which gets thicker if we use a stripe instead of a column.

We can see this fact already by observing the light rays forming the column or the stripe (Fig. 3) that contributes to the panoramic image. In both examples the viewing circle should be thicker as presented, because the column and the stripe are formed from the set of light rays, which intersect in the optical center of the camera.

Lower resolution also brings considerable decrease in the number of possible depth estimates [13], so the quality of results obtained from stripes should be better than the quality of results obtained from columns captured at a suitable lower resolution. For illustration: from around 140 possible estimates for camera #1 in Sec. 8 to only around 10 estimates for the same camera at 14 times lower resolution — the width of the stripe that is transformed into a column \( W_s = 14 \). It is also much harder to find corresponding points in such a low resolution image.

One very interesting property of the system is also that there is a possibility of reconstructing the scene from non-symmetric pairs of panoramas while still using the simple, horizontal epipolar constraint (see the experiment in Sec. 8.1).

## 8 Experimental results

In the experiments the following cameras were used (the width \( W \) of the captured images is 160 pixels in all experiments):

- **camera #1** with parameters: \( \alpha = 34^\circ, \beta = 25^\circ, r = 30 \) cm, \( 2\varphi_{\text{max}} = 29.75^\circ, 2\varphi_{\text{min}} = 2\varphi_{\text{max}} - 2(W_s - 1) \frac{\alpha}{W} \) (note that \( 2\varphi = 29.9625^\circ \) has been used when \( W_s = 1 \), \( \theta_0 = W_s \cdot 0.205714^\circ \),

- **camera #2** with parameters: \( \alpha = 39.72^\circ, \beta = 30.54^\circ, r = 31 \) cm, \( 2\varphi_{\text{max}} = 34.755^\circ, 2\varphi_{\text{min}} = 2\varphi_{\text{max}} - 2(W_s - 1) \frac{\alpha}{W} \), \( \theta_0 = W_s \cdot 0.257143^\circ \),

- **camera #3** with parameters: \( \alpha = 16.53^\circ, \beta = 12.55^\circ, r = 35.6 \) cm, \( 2\varphi_{\text{max}} = 14.46375^\circ, 2\varphi_{\text{min}} = 2\varphi_{\text{max}} - 2(W_s - 1) \frac{\alpha}{W} \), \( \theta_0 = W_s \cdot 0.102857^\circ \).

These values ensure similar number of possible depth estimates (Sec. 3).

The normalized error of the estimated depth \( l \) in comparison to the actual distance \( d \) (in % of \( d \)) for the scene point \( i \) is given as:

\[
ERR_{\%i} = \frac{|l_i - d_i|}{d_i} \cdot 100.
\]

Furthermore, the average error \( AVG_{\%} \) (arithmetic mean) over \( n \) scene points is calculated. The second measure, which is in the results written right beside the first
one (AVG%), is the standard deviation, which reveals how tightly all the various
estimated depths are clustered around the average error in the set of data.

Correspondences for each feature point on the scene used in the evaluation have
been determined with a normalized correlation procedure [6] and rechecked manually
for consistency.

The real time sensor has been simulated by rotating one standard camera for the
angle determined by the width of the stripe $W_s$. Since our final goal is to determine
the usability of our system for mobile robot navigation, we have performed all the
tests on real world images, so that the results reflect the applicability of implemented
ideas in the real world.

8.1 Reconstruction from non-symmetric pairs of panoramas

Experiment background: In Sec. 6 we have introduced the principle for recon-
struction when we use symmetric stripes instead of symmetric columns. We have
mentioned that the same principle could also be used when we do the reconstruc-
tion from the non-symmetric pairs of panoramas build from only one pixel column
($W_s = 1$) of the captured images.

And in Sec. 7 we have stated that we can still use the simple, horizontal epipolar
constraint in some cases. These cases have been investigated by Shum and Szeliski
[21] and they have concluded that even in the non-symmetric cases the epipolar
constraint is sufficiently close to the horizontal epipolar constraint if either $r/l$ or $\varphi$
are small. They have even presented the approximate numbers: $r/l \leq 0.5$, $2\varphi \leq 30^\circ$.
In the example given here, we satisfied both criteria.

In our case in this section the corresponding points lie in the same image row
determined by the epipolar constraint. The results were obtained with camera #1.

Results: The comparison of results obtained by processing symmetric pair of
panoramas and non-symmetric pair of panoramas is presented in Tab. 1.

Conclusion: We can see that the results are similar. Thus, the experiment confirms
that the suggested reconstruction principle is correct.

8.2 Reconstruction from stripe panoramas

Experiment background: We want to determine the influence of the width of the
stripe ($W_s$) that contributes to the panoramic image on the reconstruction accuracy
(AVG%).

The results were obtained with camera #1.

Results: The results for four different widths of the stripes ($W_s$) are given in Tab.
2. Note that the width of the captured images from which the panoramic images
have been constructed is 160 pixels.

Conclusion: As expected, the accuracy deteriorates with wider stripes. Though,
if we compare the results obtained with $W_s=2$ and $W_s=6$ with the results obtained
<table>
<thead>
<tr>
<th>feature</th>
<th>$d$ [cm]</th>
<th>symmetric pair</th>
<th>non-symmetric pair</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$l(\alpha,\beta)$ [cm]</td>
<td>$l(\alpha,\beta) - d$ [cm (% of $d$)]</td>
</tr>
<tr>
<td>1</td>
<td>165.0</td>
<td>162.3</td>
<td>-2.7 (-1.6%)</td>
</tr>
<tr>
<td>2</td>
<td>119.0</td>
<td>118.0</td>
<td>-1.0 (-0.9%)</td>
</tr>
<tr>
<td>3</td>
<td>128.0</td>
<td>133.7</td>
<td>5.7 (4.4%)</td>
</tr>
<tr>
<td>4</td>
<td>126.5</td>
<td>125.6</td>
<td>-0.9 (-0.7%)</td>
</tr>
<tr>
<td>5</td>
<td>143.0</td>
<td>146.7</td>
<td>3.7 (2.6%)</td>
</tr>
<tr>
<td>6</td>
<td>143.0</td>
<td>151.9</td>
<td>8.9 (6.2%)</td>
</tr>
<tr>
<td>7</td>
<td>142.5</td>
<td>152.7</td>
<td>10.2 (7.2%)</td>
</tr>
<tr>
<td>8</td>
<td>136.5</td>
<td>141.0</td>
<td>4.5 (3.3%)</td>
</tr>
<tr>
<td>9</td>
<td>104.5</td>
<td>106.8</td>
<td>2.3 (2.2%)</td>
</tr>
<tr>
<td>10</td>
<td>81.7</td>
<td>79.6</td>
<td>-2.1 (-2.5%)</td>
</tr>
<tr>
<td>11</td>
<td>84.5</td>
<td>80.6</td>
<td>-3.9 (-4.6%)</td>
</tr>
<tr>
<td>12</td>
<td>83.5</td>
<td>82.7</td>
<td>-0.8 (-0.9%)</td>
</tr>
<tr>
<td>13</td>
<td>97.0</td>
<td>94.9</td>
<td>-2.1 (-2.2%)</td>
</tr>
<tr>
<td>14</td>
<td>110.0</td>
<td>114.9</td>
<td>4.9 (4.5%)</td>
</tr>
<tr>
<td>15</td>
<td>180.0</td>
<td>191.1</td>
<td>11.1 (6.2%)</td>
</tr>
<tr>
<td>16</td>
<td>124.5</td>
<td>129.9</td>
<td>5.4 (4.3%)</td>
</tr>
<tr>
<td>17</td>
<td>132.5</td>
<td>132.4</td>
<td>-0.1 (-0.1%)</td>
</tr>
<tr>
<td>18</td>
<td>134.5</td>
<td>136.6</td>
<td>2.1 (1.5%)</td>
</tr>
<tr>
<td>19</td>
<td>113.0</td>
<td>109.4</td>
<td>-3.6 (-3.2%)</td>
</tr>
<tr>
<td>20</td>
<td>125.0</td>
<td>121.6</td>
<td>-3.4 (-2.8%)</td>
</tr>
<tr>
<td>21</td>
<td>130.0</td>
<td>128.8</td>
<td>-1.2 (-1.0%)</td>
</tr>
</tbody>
</table>

$\text{AVG}_3=3\% \pm 2\%$  $\text{AVG}_3=3.3\% \pm 1.9\%$

Table 1: The results obtained by processing symmetric pair of panoramas ($2\varphi = 29.9625^\circ$) and non-symmetric pair of panoramas ($2\varphi_l = 29.9625^\circ$, $2\varphi_r = 3.6125^\circ$).
| feature | \(d\) [\text{cm}] | \(l(\alpha, \beta)\) [\text{cm}] | \(l(\alpha, \beta) - d\) [\text{cm (% of }d)] | \(W_s=2\) | \(l(\alpha, \beta) - d\) [\text{cm (% of }d)] | \(W_s=6\) | \(l(\alpha, \beta) - d\) [\text{cm (% of }d)] | \(W_s=14\) | \(l(\alpha, \beta) - d\) [\text{cm (% of }d)] | \(W_s=29\) | \(l(\alpha, \beta) - d\) [\text{cm (% of }d)] |
|---|---|---|---|---|---|---|---|---|---|
| 1 | 105.0 | 105.8 | 0.8 (0.5%) | 102.9 | -2.1 (-1.3%) | 130.1 | -34.9 (-22.1%) | 96.3 | -68.7 (-41.6%) |
| 2 | 119.0 | 114.1 | -4.9 (-4.1%) | 103.2 | -15.8 (-13.2%) | 117.4 | -18.6 (-15.3%) | 113.0 | -6.0 (-5.0%) |
| 3 | 125.0 | 136.3 | 8.3 (6.5%) | 141.1 | 13.1 (10.2%) | 133.0 | 5.0 (3.9%) | 163.4 | 35.4 (27.7%) |
| 4 | 126.5 | 127.7 | 1.2 (0.9%) | 119.0 | -7.5 (-5.9%) | 132.5 | 6.0 (4.8%) | 128.9 | 2.4 (1.9%) |
| 5 | 143.0 | 145.0 | 2.0 (1.4%) | 143.3 | 0.3 (0.2%) | 117.6 | -25.4 (-17.8%) | 225.2 | 82.2 (57.5%) |
| 6 | 143.0 | 154.7 | 11.7 (8.2%) | 143.3 | 0.3 (0.2%) | 117.5 | -25.5 (-17.8%) | 89.7 | -53.3 (-37.3%) |
| 7 | 142.5 | 155.5 | 13.0 (9.1%) | 161.7 | 19.2 (13.5%) | 179.3 | 36.8 (25.8%) | 179.8 | 37.3 (26.2%) |
| 8 | 136.5 | 144.0 | 7.5 (5.5%) | 126.9 | -9.6 (-7.0%) | 111.3 | -25.2 (-18.3%) | 177.4 | 40.9 (29.9%) |
| 9 | 104.5 | 103.5 | -1.0 (-0.9%) | 101.6 | -2.9 (-2.8%) | 112.8 | 8.3 (6.9%) | 97.1 | -7.4 (-5.1%) |
| 10 | 81.7 | 80.1 | -1.6 (-2.0%) | 76.7 | -5.0 (-6.1%) | 75.4 | -6.3 (-7.0%) | 57.3 | -24.4 (-29.9%) |
| 11 | 84.5 | 79.6 | -4.9 (-5.8%) | 81.1 | -3.4 (-4.0%) | 74.9 | -9.6 (-11.3%) | 56.0 | -29.5 (-34.9%) |
| 12 | 83.5 | 83.3 | -0.2 (-0.3%) | 81.6 | -1.9 (-2.2%) | 83.2 | -0.3 (-0.3%) | 58.8 | -24.7 (-29.6%) |
| 13 | 97.0 | 97.4 | 0.4 (0.4%) | 95.5 | -1.5 (-1.6%) | 78.6 | -18.4 (-19.0%) | 74.1 | -22.9 (-23.6%) |
| 14 | 110.0 | 113.6 | 3.6 (3.2%) | 107.8 | -2.2 (-2.0%) | 117.6 | 7.6 (6.9%) | 101.7 | -8.3 (-7.6%) |
| 15 | 180.0 | 182.0 | 2.0 (1.1%) | 165.9 | -14.1 (-7.8%) | 203.2 | 23.2 (12.9%) | 96.4 | -83.6 (-46.4%) |
| 16 | 124.5 | 128.2 | 3.7 (3.0%) | 125.8 | 1.3 (1.0%) | 142.0 | 17.5 (14.1%) | 138.6 | 14.1 (11.3%) |
| 17 | 132.5 | 127.7 | -4.8 (-3.6%) | 131.6 | -0.9 (-0.7%) | 130.8 | 18.3 (14.8%) | 148.2 | 15.7 (11.9%) |
| 18 | 134.5 | 134.9 | 0.4 (0.3%) | 131.6 | -2.9 (-2.1%) | 97.8 | -36.7 (-27.3%) | 119.7 | -14.8 (-11.0%) |
| 19 | 113.0 | 113.1 | 0.1 (0.1%) | 111.0 | -2.0 (-1.8%) | 101.9 | -11.1 (-9.8%) | 97.1 | -15.9 (-14.1%) |
| 20 | 125.0 | 126.5 | 1.5 (1.2%) | 118.6 | -6.4 (-5.1%) | 124.5 | -0.5 (-0.4%) | 120.0 | -5.0 (-4.0%) |
| 21 | 130.0 | 127.2 | -2.8 (-2.2%) | 137.4 | 7.4 (5.7%) | 140.9 | 10.4 (8.4%) | 137.8 | 7.8 (6.0%) |

AVG \(W_s\)=2.9% ± 2.7% AVG \(W_s\)=4.5% ± 4.0% AVG \(W_s\)=11.9% ± 7.9% AVG \(W_s\)=22.1% ± 15.8%

Table 2: The results obtained with four different widths of the stripes (\(W_s\)).
with \( W_s = 1 \) (e.g. Tab. 1), we see that the results are still very good if not very similar.

![Graph showing the relation between \( \text{AVG}_\% \) and \( W_s \) (\( \text{AVG}_\%(W_s) \))](image)

**Figure 5:** The relation between \( \text{AVG}_\% \) and \( W_s \) (\( \text{AVG}_\%(W_s) \)) can be well approximated with a linear function. The diamonds represent the data involved in the approximation.

The graph in Fig. 5 shows that the relation between \( \text{AVG}_\% \) and \( W_s \) (\( \text{AVG}_\%(W_s) \)) can be well approximated with a linear function, although we have fitted a second-order polynomial on the (sparse) data.

Another fact is that with the wider stripe more scene points are not captured in the panoramic images (Sec. 4.1), which means that the number of pixels in the left eye panoramic image that do not have the corresponding point in the right eye panoramic image increases. So, the generated panoramic images differ more and more from the ideal case (\( W_s = 1 \)) as we are increasing the width of the stripe \( W_s \). In the ideal case each scene point in the left eye panoramic image has its corresponding point in the right eye panoramic image; exceptions are of course related to occlusions. – We performed an experiment in which we have used the camera \#1 (Sec. 8, \( W_s = 1 \)) to capture a banner written all over with text of different sizes, styles and fonts positioned at approximately 2 cm from the camera lens (on each location of the camera on the camera path). We were unable to prove from the human perceptual point of view the hypothesis that some scene points in this case are not captured. Really small deviations of the generated panoramic images from the real banner could as well be attributed to the fact that the images are discrete (for example: we cannot take a half of a pixel). On the other hand, the hypothesis is confirmed if stripes (\( W_s > 1 \)) are used (Fig. 2).
8.3 Reconstruction from stripe panoramas — Different room

Experiment background: We want to see if we can achieve similar results as in Sec. 8.2, using the same camera (camera #1) in a different room?

Results: The results obtained for two most interesting stripe widths (according to Tab. 2) in the different room are presented in Tab. 3.

Conclusion: The overall results are a bit different, especially the results for $W_s=14$, though still similar. But this was also expected since the results for $W_s=1$ (AVG$_\% = 4.5\% \pm 4.5\%$) are also a bit worse compared to the results obtained in a previous room (the symmetric pair in Tab. 1). Small differences in results are expected, since each room has its own shape, i.e. the depth distribution around the center of the system is different. And we know how this influences the accuracy, while we are limited with the number of possible depth estimates, which are approximations of the real distances (Sec. 3).

8.4 Reconstruction from stripe panoramas — Different cameras

Experiment background: We want to see how is the reconstruction error related to different cameras used in the same room, when the width of the stripe is constant for all cameras? As written in Sec. 8 the results were obtained at similar number of possible depth estimates.

Results: The comparison of results for the width of the stripe $W_s=14$ for three different cameras is given in Tab. 4. Note that for features marked 3, 5, 6, 7, 15, 19, 20 and 21 the real distance $d$ in case of camera #3 is different from the presented one. The reason for this lies in the vertical view angle of the camera $\beta$, which is smaller in comparison to other two cameras. This means that some marked feature points are not seen in the panoramic images generated with the camera #3, so we have chosen a nearby features with similar distances. By all means, in the calculations we have used the correct distances.

Conclusion: The results show that with bigger horizontal view angle $\alpha$ and at constant width of the stripe $W_s (> 1)$ the reconstruction accuracy deteriorates:

$$\alpha_{\text{camera #3}} < \alpha_{\text{camera #1}} < \alpha_{\text{camera #2}}$$

$$\text{AVG}_{\%\text{camera #3}} < \text{AVG}_{\%\text{camera #1}} < \text{AVG}_{\%\text{camera #2}}.$$

The result in Tab. 3 for $W_s=14$, gained with camera #1, but in the different room, also satisfies this relation.

Bigger horizontal view angle $\alpha$ means that the lens distortion in captured images is more obvious. Thus, this fact in relation with the above conclusion suggests that by using undistorted images, we could obtain better reconstruction accuracy. But the overall reconstruction accuracy obtained using undistorted sequence is very similar to that obtained using distorted sequence. This is due to the fact that we
<table>
<thead>
<tr>
<th>feature</th>
<th>$d$ [cm]</th>
<th>$l(\alpha, \beta)$ [cm]</th>
<th>$W_s=6$</th>
<th>$l(\alpha, \beta) - d$ [cm (% of $d$)]</th>
<th>$l(\alpha, \beta)$ $W_s=14$</th>
<th>$l(\alpha, \beta) - d$ [cm (% of $d$)]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>63.2</td>
<td>59.0</td>
<td>-4.2</td>
<td>-6.6%</td>
<td>57.0</td>
<td>-6.2 (-9.8%)</td>
</tr>
<tr>
<td>2</td>
<td>51.5</td>
<td>48.8</td>
<td>-2.7</td>
<td>-5.3%</td>
<td>54.3</td>
<td>2.8 (5.5%)</td>
</tr>
<tr>
<td>3</td>
<td>141.0</td>
<td>161.3</td>
<td>20.3</td>
<td>14.4%</td>
<td>196.7</td>
<td>55.7 (39.5%)</td>
</tr>
<tr>
<td>4</td>
<td>142.0</td>
<td>143.6</td>
<td>1.6</td>
<td>1.1%</td>
<td>246.6</td>
<td>104.6 (73.7%)</td>
</tr>
<tr>
<td>5</td>
<td>216.0</td>
<td>213.3</td>
<td>-2.7</td>
<td>-1.2%</td>
<td>225.7</td>
<td>9.7 (4.5%)</td>
</tr>
<tr>
<td>6</td>
<td>180.0</td>
<td>209.2</td>
<td>29.2</td>
<td>16.2%</td>
<td>184.9</td>
<td>4.9 (2.7%)</td>
</tr>
<tr>
<td>7</td>
<td>212.0</td>
<td>200.4</td>
<td>-11.6</td>
<td>-5.5%</td>
<td>167.0</td>
<td>-45.0 (-21.2%)</td>
</tr>
<tr>
<td>8</td>
<td>49.0</td>
<td>44.8</td>
<td>-4.2</td>
<td>-8.6%</td>
<td>48.6</td>
<td>-0.4 (-0.9%)</td>
</tr>
<tr>
<td>9</td>
<td>49.0</td>
<td>45.5</td>
<td>-3.5</td>
<td>-7.2%</td>
<td>45.5</td>
<td>-3.5 (-7.2%)</td>
</tr>
<tr>
<td>10</td>
<td>97.0</td>
<td>95.7</td>
<td>-1.3</td>
<td>-1.3%</td>
<td>90.6</td>
<td>-6.4 (-6.6%)</td>
</tr>
<tr>
<td>11</td>
<td>129.5</td>
<td>132.6</td>
<td>3.1</td>
<td>2.4%</td>
<td>102.1</td>
<td>-27.4 (-21.1%)</td>
</tr>
<tr>
<td>12</td>
<td>134.0</td>
<td>139.8</td>
<td>5.8</td>
<td>4.3%</td>
<td>162.8</td>
<td>28.8 (21.5%)</td>
</tr>
<tr>
<td>13</td>
<td>119.0</td>
<td>122.7</td>
<td>3.7</td>
<td>3.1%</td>
<td>117.9</td>
<td>-1.1 (-0.9%)</td>
</tr>
<tr>
<td>14</td>
<td>156.0</td>
<td>163.0</td>
<td>7.0</td>
<td>4.5%</td>
<td>138.2</td>
<td>-17.8 (-11.4%)</td>
</tr>
<tr>
<td>15</td>
<td>91.0</td>
<td>94.0</td>
<td>3.0</td>
<td>3.3%</td>
<td>81.7</td>
<td>-9.3 (-10.2%)</td>
</tr>
<tr>
<td>16</td>
<td>97.7</td>
<td>99.6</td>
<td>1.9</td>
<td>1.9%</td>
<td>96.9</td>
<td>-0.8 (-0.8%)</td>
</tr>
<tr>
<td>17</td>
<td>111.0</td>
<td>110.9</td>
<td>-0.1</td>
<td>-0.1%</td>
<td>169.4</td>
<td>58.4 (52.6%)</td>
</tr>
<tr>
<td>18</td>
<td>171.5</td>
<td>191.1</td>
<td>19.6</td>
<td>11.4%</td>
<td>147.3</td>
<td>-24.2 (-14.1%)</td>
</tr>
<tr>
<td>19</td>
<td>171.5</td>
<td>165.8</td>
<td>-5.7</td>
<td>-3.3%</td>
<td>170.4</td>
<td>-1.1 (-0.6%)</td>
</tr>
</tbody>
</table>

AVG$_{15}$=5.4% ± 4.5%  AVG$_{15}$=16% ± 19.6%

Table 3: The results obtained in the different room, but with the same camera as in Sec. 8.2.
<table>
<thead>
<tr>
<th>feature</th>
<th>camera #1</th>
<th>camera #2</th>
<th>camera #3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$d$ [cm]</td>
<td>$l(\alpha, \beta)$ [cm]</td>
<td>$(l(\alpha, \beta) - d$ [cm], % of $d$)</td>
</tr>
<tr>
<td>1</td>
<td>165.0</td>
<td>130.0</td>
<td>-34.9 (-21.1%)</td>
</tr>
<tr>
<td>2</td>
<td>119.0</td>
<td>117.4</td>
<td>-1.6 (-1.3%)</td>
</tr>
<tr>
<td>3</td>
<td>128.0</td>
<td>133.0</td>
<td>5.0 (3.9%)</td>
</tr>
<tr>
<td>4</td>
<td>126.5</td>
<td>132.5</td>
<td>6.0 (4.8%)</td>
</tr>
<tr>
<td>5</td>
<td>143.0</td>
<td>117.6</td>
<td>-25.4 (-17.8%)</td>
</tr>
<tr>
<td>6</td>
<td>143.0</td>
<td>117.5</td>
<td>-25.5 (-17.8%)</td>
</tr>
<tr>
<td>7</td>
<td>142.5</td>
<td>179.3</td>
<td>36.8 (25.8%)</td>
</tr>
<tr>
<td>8</td>
<td>136.5</td>
<td>111.3</td>
<td>-25.2 (-18.5%)</td>
</tr>
<tr>
<td>9</td>
<td>104.5</td>
<td>112.8</td>
<td>8.3 (7.9%)</td>
</tr>
<tr>
<td>10</td>
<td>81.7</td>
<td>75.4</td>
<td>-6.3 (-7.7%)</td>
</tr>
<tr>
<td>11</td>
<td>84.5</td>
<td>74.9</td>
<td>-9.6 (-11.3%)</td>
</tr>
<tr>
<td>12</td>
<td>83.5</td>
<td>83.2</td>
<td>-0.3 (-0.3%)</td>
</tr>
<tr>
<td>13</td>
<td>97.0</td>
<td>78.6</td>
<td>-18.4 (-19.0%)</td>
</tr>
<tr>
<td>14</td>
<td>110.0</td>
<td>117.6</td>
<td>7.6 (6.9%)</td>
</tr>
<tr>
<td>15</td>
<td>180.0</td>
<td>203.2</td>
<td>23.2 (12.9%)</td>
</tr>
<tr>
<td>16</td>
<td>124.5</td>
<td>142.0</td>
<td>17.5 (14.1%)</td>
</tr>
<tr>
<td>17</td>
<td>132.5</td>
<td>150.8</td>
<td>18.3 (13.8%)</td>
</tr>
<tr>
<td>18</td>
<td>134.5</td>
<td>97.8</td>
<td>-36.7 (-27.3%)</td>
</tr>
<tr>
<td>19</td>
<td>113.0</td>
<td>101.9</td>
<td>-11.1 (-9.8%)</td>
</tr>
<tr>
<td>20</td>
<td>125.0</td>
<td>124.5</td>
<td>-0.5 (-0.4%)</td>
</tr>
<tr>
<td>21</td>
<td>130.0</td>
<td>140.9</td>
<td>10.9 (8.4%)</td>
</tr>
</tbody>
</table>

| AVG$_{W_S}=11.9\% \pm 7.9\%$ | AVG$_{W_S}=19.3\% \pm 15.3\%$ | AVG$_{W_S}=10\% \pm 6.6\%$ |

Table 4: The results obtained with three different cameras, while the width of the stripe $W_S=14$.  

21
can see that the problem with missing scene points in the panoramic images (Sec. 4.1) remains.

So, one of the reasons for the lower reconstruction accuracy is again the fact that there are parts of the scene which are not captured in the panoramic image. This means that the number of pixels in the left eye panoramic image that do not have the corresponding point in the right eye panoramic image increases with bigger horizontal view angle $\alpha$ at constant width of the stripe $W_s$, while the shift angle $\theta_0$ between two successively positioned cameras is bigger for bigger $\alpha$ (Sec. 8).

In Sec. 3 we have concluded that similar overall accuracy can be achieved if we use different cameras, while the width of the stripe $W_s=1$. If we relate this conclusion to the main conclusion of this section (with bigger horizontal view angle $\alpha$ and at constant width of the stripe $W_s$ ($>1$) the reconstruction accuracy deteriorates), we can conclude that the approximation presented in Fig. 5 gets steeper with increasing horizontal view angle $\alpha$.

9 Conclusions

This chapter evaluated our idea for the real time extension of the basic mosaic-based panoramic depth imaging system.

The presented theory and results suggest that the new sensor could be used for real time capturing of panoramic depth images and consequently for autonomous navigation of a mobile robot in a room. But this statement is unfortunately highly related to the application of the system and its demanded reconstruction accuracy. If in Sec. 3 we could conclude that by all means the basic system can be used for robot localization and navigation in a room, we are limited with the number of constraints when it comes to the real time sensor. On the other hand, assumptions made in this chapter have proved to be correct and revealed some other interesting properties of the system.

The main conclusions made in this chapter are:

- Building panoramic images from wider stripes than only one-pixel column brings faster execution of the building process and worse quality of the generated panoramas (Sec. 4).

- The stripes that contribute to the panoramic image do not cover all the scene (Sec. 4.1). The wider is the stripe, more scene points are not captured in the panoramic image (the number of points without correspondences increases (Sec. 8.2)). By using smaller $r$ the gaps are smaller, which means that with smaller $r$ we cover more scene points. The same goes for different values of $\alpha$. This holds also for one-pixel column stripes.

- If we want to capture the parallax effect, which is essential for the reconstruction, we have to accept the fact that not all the scene points are captured (Sec. 4.1).
\begin{itemize}
  \item If we could have a camera on each position on the circular path, we could build the panoramic image in real time and achieve the same quality of results as in case of the basic system, but in practice we should make a compromise between the width of the stripes, the number of cameras in respect to their parameters (e.g. $\alpha$ and external dimensions), the value of radius $r$ and the needed accuracy of the system (Sec. 5).
  \item The stereo reconstruction procedures along with the epipolar constraint have been proved correct for both investigated cases: the basic sensor and the real time sensor (Secs. 6, 7 and 8).
  \item Using images with resolution $160 \times 120$ represents a good compromise between overall time complexity of the system and its accuracy (Secs. 3 and 5).
  \item Even in some cases of non-symmetric pairs of panoramas we can use our reconstruction procedure (Sec. 8.1).
  \item The reconstruction accuracy deteriorates approximately linearly with wider stripes (Sec. 8.2).
  \item We can achieve similar reconstruction accuracy with panoramas build from stripes ($W_s > 1$) with fixed size $W_s$ of the captured images in different rooms at fixed horizontal view angle $\alpha$ (Sec. 8.3), but with bigger horizontal view angle $\alpha$ and at constant width of the stripe $W_s (> 1)$ the reconstruction accuracy deteriorates (Sec. 8.4).
  \item In general, by undistorting the image sequence and building panoramas from stripes ($W_s > 1$), we do not obtain better reconstruction accuracy (Sec. 8.4).
  \item The approximate linear dependency of accuracy on the width of the stripes gets steeper with increasing horizontal view angle $\alpha$ (Sec. 8.4).
\end{itemize}

All this is true for the cameras used in the chapter, while for really wide angle cameras some conclusions perhaps demand further investigation in direction presented by the conclusion.
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